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We study the effect of the electron-electron interaction on the weak localization correction of a ring pierced
by a magnetic flux. We compute exactly the path integral giving the magnetoconductivity for an isolated ring.
The results are interpreted in a time representation. This allows us to characterize the nature of the phase
coherence relaxation in the ring. The nature of the relaxation depends on the time regime �diffusive or ergodic�
but also on the harmonics n of the magnetoconductivity. Whereas phase coherence relaxation is non exponen-
tial for the harmonic n=0, it is always exponential for harmonics n�0. Then we consider the case of a ring
connected to reservoirs and discuss the effect of connecting wires. We recover the behavior of the harmonics
predicted recently by Ludwig and Mirlin �Phys. Rev. B 69, 193306 �2004�� for a large perimeter �compared to
the Nyquist length�. We also predict a new behaviour when the Nyquist length exceeds the perimeter.
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I. INTRODUCTION

In the classical description of transport in weakly disor-
dered metals, elastic scattering by impurities leads to the
finite Drude conductivity at low temperature. It is well-
known that quantum interferences manifest themselves
through a small sample dependent contribution, whose aver-
age, denoted by ����, is called the weak localization correc-
tion. Dephasing strongly affects weak localization, which
provides a powerful tool to probe phase coherence in disor-
dered metals. The simplest approach to describe dephasing is
to assume that the time dependence of the phase coherence
relaxation is exponential. Such relaxation can be due, for
example, to magnetic impurities.1 It is characterized by a
time scale called the phase coherence time �� and the weak
localization correction to the conductivity takes the form

���� = − 2
e2D

�
�

0

�

dtP�t�e−t/��, �1�

where the so-called cooperon P�t� is the contribution to the
return probability originating from quantum interferences be-
tween time reversed trajectories. It is solution of a diffusion
equation. The factor 2 stands for spin degeneracy and D is
the diffusion coefficient. We have set �=1. In a quasi-one-
dimensional infinite wire, the probability is well known to
vary as P�t�=1/S�4�Dt, where S is the cross section of the
wire, so that the weak localization correction has the familiar
form

���� = −
e2

�S
L�, �2�

where L�=�D�� is called the phase coherence length.
The measurement of the weak localization correction is

possible thanks to its sensitivity to an external magnetic
field. For a wire,2 the effect of a weak perpendicular mag-
netic field can be described by introducing an exponential
reduction factor e−t/�B in Eq. �1�, where the characteristic
time is �B=3/ �De2B2S� �for a wire of square cross section�.

Consequently the weak localization is given by Eq. �2� with
the addition of the inverse times, “à la Matthiesen,”

���� = −
e2�D

�S
	 1

��

+
1

�B

−1/2

. �3�

From the experimental point of view, this effect is of primary
importance, since the magnetic field acts as a probe in order
to study phase coherence and to extract �� and its tempera-
ture dependence.

In the more complicated geometry of a ring, the field is
also responsible for magnetoconductivity oscillations as pre-
dicted by Altshuler, Aronov, and Spivak �AAS�.3 The phase
coherent return probability is sensitive to the flux 	 through
the ring. It has the simple harmonics expansion

P�t� =
1

S�4�Dt
�

n=−�

�

e−�nL�2/4Dtein
, �4�

where 
=4�	 /	0 is the reduced flux �	0=h /e is the flux
quantum�. Each harmonic corresponds to a number of wind-
ings of the diffusive trajectories around the ring. The relation
�1�, with �4�, immediately leads to the familiar result of AAS
for the weak localization correction to the average conduc-
tivity in a ring

����
�� = −
e2

�S
L�

sinh�L/L��
cosh�L/L�� − cos 


. �5�

The harmonics of this 	0 /2-periodic correction decay expo-
nentially with the perimeter L of the ring

���n� = �
0

2� d


2�
����
��e−in
 = −

e2

�S
L�e−�n�L/L�. �6�

The combination of the two effects of the magnetic field,
AAS oscillations and penetration in the wires, is obtained by
perfoming the substitution: 1 /��→1/��+1/�B in Eq. �5�.

Despite the exponential damping in Eq. �1� describes cor-
rectly several dephasing mechanisms like spin-orbit scatter-
ing and spin-flip,1 or the effect of an external magnetic field,2
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a precise description of the electron-electron interaction re-
quires a more elaborate treatment. In a pioneering paper,
Altshuler, Aronov and Khmelnitskii �AAK� �Refs 4 and 5�
have shown that the dephasing due to the electron-electron
interaction can be described in a one-particle picture by cou-
pling the electron to a fluctuating classical electromagnetic
field. They obtained a result which can be cast in the form

���� = − 2
e2D

�
�

0

�

dtP�t�f�t/�N�e−t/��, �7�

where f�x� is a decreasing dimensionless function. We have
also incorporated an exponential relaxation �if it is due to the
external magnetic field B we have simply ��→�B�. The char-
acteristic time, called the Nyquist time, is given by6

�N = 	 �2�0S

e2kBT�D

2/3

, �8�

where T is the temperature and kB the Boltzmann’s constant
�in the following we will set �=kB=1�. �0=2e2�0D is the
Drude conductivity and �0 the density of states at Fermi en-
ergy, per spin channel. The T−2/3 power law has been ob-
served in a variety of experiments �see for example, Refs. 9
and 8� and is the signature of the electron-electron interac-
tion in quasi-1D wires. In the case of an infinite wire, AAK
found that the weak localization correction is given by4,6

���� =
e2

�S
LN

Ai��N/���
Ai���N/���

, �9�

where Ai�z� is the Airy function and Ai��z� its derivative. We
have introduced the Nyquist length LN=�D�N which charac-
terizes the scale over which the electron-electron interaction
is effective. It can be conveniently rewritten as

LN = 	�0SD

e2T

1/3

= 	�d

�
Nc�eLT

2
1/3

, �10�

where we have introduced the thermal length LT=�D /T, the
number of channels Nc, the elastic mean free path �e, and a
numerical factor �d that depends on the dimension d ��1
=2, �2=� /2, and �3=4/3�.10–12 We have expressed the
Drude conductivity as �0=2�e2 /h��dNc�e /S �the factor 2
stands for spin degeneracy�.

In addition to the prediction of the power law �N
T−2/3

for the coherence time, an important outcome of the AAK
theory is that the result �9� obviously breaks the addition rule
of inverse times. This indicates that the phase relaxation
characterized by the function f�t /�N� is indeed nonexponen-
tial. This function has been calculated recently in Ref. 13
where it was found that it varies as14 e−���/4��t / �N�3/2

for
t��N. However the study of the function f�t /�N� shows that
it is very close to an exponential e−t/2�N and Eq. �9� only
deviates from

���� = −
e2�D

�S
	 1

2�N
+

1

��

−1/2

,

that is Eq. �3�, by no more than 4%.10,13,16 This explains why
it is very difficult to observe experimentally the functional

form �9� and most of the magnetoconductance measurements
in wires have been analyzed assuming the form �3�.

In the paper of AAK, only simple geometries �like wire
and plane� were considered and it is not clear how the non-
exponential relaxation of phase coherence affects the weak
localization for a nontrivial geometry. In a recent paper, Lud-
wig and Mirlin �LM� �Ref. 17� have addressed the question
of dephasing due to the electron-electron interaction in a
ring. The dephasing is then probed by the harmonics of the
magnetoconductance oscillations. These authors found that
these harmonics decay with the perimeter L of the ring in an
unexpected way. LM’s result can be cast in the form18

���n� 
 e−�n��L/LN�3/2
. �11�

This result is quite interesting, because this nontrivial non
exponential decay of the harmonics leads to an unexpected
e−nL3/2T1/2

temperature behavior, instead of the incorrect be-
havior e−nL/LN =e−nLT1/3

naively expected from a simple sub-
stitution ��→�N in the AAS harmonics �6�. It also shows that
the geometry of the system may play an important role in the
nature of the dephasing mechanism.

The work of LM was mainly devoted to the study of
Aharonov-Bohm �AB� oscillations in a single ring. The study
of AB amplitude, rather than AAS, is motivated by the lack
of disorder averaging in this case. The amplitude of AB os-
cillations is given by the harmonics ���n

2� of the conductivity
correlation function ����B����B���. As pointed out by LM,
these harmonics are expected to be directly related to the
AAS harmonics by the following relation:

���n
2� 


LT
2

L
���n� , �12�

where LT=�D /T is the thermal length. This expression ex-
tends the result of Aleiner and Blanter19 who studied the
relation between conductance fluctuations and weak localiza-
tion in a wire and a plane when dephasing is due to the
electron-electron interaction. An important consequence of
this relation is that the effect of dephasing on weak localiza-
tion and conductance fluctuations is governed by the same
length scale LN. We re-examine this relation and give a more
general proof in Appendix E.

In our paper, we reconsider the question of weak localiza-
tion in a ring in the presence of electron-electron interaction.
Our main goal is to provide a physical picture as well as a
detailed understanding of the results obtained by LM.17 The
physical reason for the geometry dependence of the dephas-
ing can be understood in the following heuristic way. For a
pair of time reversed trajectories, we denote by � the ran-
dom phase brought by the fluctuating electromagnetic field.
Average over the Gaussian fluctuations of the field is denoted
by �¯�V. Averaging the phase �ei��V produces an exponen-

tial damping e−�1/2���2�V responsible for phase coherence re-
laxation �this exponential is related to the function f�t /�N� in
Eq. �7��. For a quasi-1D system, the typical damping rate
associated to a diffusive trajectory can be written in the form
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d��2�V

dt



e2T

�0S
r�t� =

1

�N

r�t�
�D�N

, �13�

where r�t� designates the typical distance explored by the
diffusive trajectory over a time scale t. As pointed out in Ref.
20, Eq. �13� can be understood as a local form of the
Johnson-Nyquist theorem; since the phase and the potential

are related by �̇=V, Eq. �13� measures the potential fluctua-
tions �d/dt���2�V=�dt�V�t�V�0��V=2e2TRt, where Rt


r�t� / �S�0� is the resistance of a wire of length r�t�. It is
clear from Eq. �13� that the dephasing depends on the nature
of the diffusive trajectories. Two regimes can be distin-
guished:

�1� The diffusive regime:– In this regime, the boundaries
of the system play no role and the diffusion follows the be-
havior obtained in an infinite wire, therefore r�t�
�Dt, so
that

��2�V 
 	 t

�N

3/2

. �14�

Therefore we expect the phase relaxation to be nonexponen-
tial f�t /�N�
exp− �t /�N�3/2.

�2� The ergodic regime: In this case, the diffusive trajec-
tories explore the whole system. This corresponds to time
scales larger than the Thouless time �D=L2 /D. The charac-
teristic length is given by the size of the system �the ring�
r�t�
L and

��2�V 

��D

�N
3/2 t =

t

�c
. �15�

We expect the phase relaxation to be exponential, exp− t /�c,
where the time scale

�c =
�0S

e2TL
=

�N
3/2

�D
1/2 �16�

is size dependent and is a nontrivial combination of the
Thouless time and the Nyquist time.

It is clear that the function f�t /�N� in Eq. �7� must be
replaced by a more complicated function f�t /�N , t /�D� to ac-
count for finite size effect and describe both regimes. We
expect that the winding around the ring plays an important
role and a dephasing of different nature for trajectories which
enclose the ring �corresponding to the n�0 harmonics of the
flux dependence� and for trajectories which do not encircle
the ring �corresponding to the n=0 harmonic�. For harmon-
ics n�0, the trajectories necessarily explore the whole ring
and the phase coherence relaxation is always exponential.
This is the origin for the new behavior found by LM. For the
harmonic n=0 we can distinguish two different regimes cor-
responding to non exponential and exponential relaxation. In
other terms, the function f�t /�N , t /�D� depends also on the
winding number n.

In order to give a firm basis to these arguments, we have
reconsidered the calculation of LM. These authors have stud-
ied a symmetric ring connected by two arms to reservoirs
and have derived the weak localization correction within an
instanton approximation for the functional integral describ-

ing the effect of the fluctuating field. The instanton approach
is only valid in the limit of large perimeter of the ring �com-
pared to the length scale characterizing the electron-electron
interaction�, that is when L�LN �i.e., �D��N�.

In our work we have followed a different strategy. We first
consider the case of an isolated ring for which it is possible
to compute exactly the path integral for any value of L /LN.
This path integral formulation is introduced in Sec. II, and
the exact solution is given in Sec. III, where a closed expres-
sion for the harmonics of the magnetoconductivity is pro-
vided and analyzed in several regimes.

Our result agrees with the exponential behavior �11�
found by LM. However we will point out that LM estimated
an incorrect prefactor �leading to an incorrect temperature
dependence�. LM’s result can be written as ���n�LM


LN
9/4e−�n��L / LN�3/2

, whereas we will show that the correct re-
sult is ���n�
LNe−�n��L / LN�3/2

. Note that it could seem at first
sight that the difference comes from the fact that our exact
solution stands for an isolated ring whereas LM considered a
connected ring, however we will see that the two situations
are closely related. Moreover the isolated ring leads to con-
sider a path integral exactly similar to the one studied by LM
which allows us to trace back to the origin of LM’s incorrect
prefactor �we have also estimated in Appendix C the path
integral within the instanton approach used by LM. We treat
carefully the prefactor within this approach�.

Our exact solution takes also into account the effect of an
exponential relaxation of phase coherence ����. We will
show that both kinds of dephasing mechanisms �i.e., �N and
��� combine in a nontrivial way.

In Sec. IV we analyze the exact result in a time represen-
tation, that is, we study the function f�t /�N , t /�D� that gener-
alizes the f�t /�N� of Eq. �7�. A special emphasis is put on the
difference between harmonics n=0 and n�0: although the
phase coherence relaxation for the harmonic n=0 is either
non exponential �at short times� or exponential �at large
times�, it is always exponential for harmonics n�0. This
analysis in time representation is used in Sec. V where we
discuss the effect of connecting wires; in a transport experi-
ment, the ring is necessary connected to wires that can
strongly affect the magnetoconductance. This has been dis-
cussed recently for the case of exponential relaxation of
phase coherence.21 Although we do not expect a strong effect
of the connecting wires on the harmonics in the regime
L�LN, we will show by some simple arguments that the
behavior �11� is strongly modified in the other regime
L�LN.

II. PATH INTEGRAL FORMULATION

We recall the basic ideas of AAK’s approach.4 In dimen-
sion d�2 the dephasing is dominated by small energy trans-
fers. The dephasing for one electron can be modeled through
the coupling of the electron with a classical fluctuating elec-
tric potential V�r , t�, whose fluctuations are given by the
fluctuation-dissipation theorem. In a Fourier representation,
the correlations are given by

�ṼṼ��q,�� =
2e2T

�0q2 .

In a time-space representation it reads
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�V�r,t�V�r�,t���V =
2e2

�0
T��t − t��Pd�r,r�� , �17�

where �¯�V designates averaging over the Gaussian fluctua-
tions of the potential. Pd�r ,r�� is the diffuson, solution of the
equation −�Pd�r ,r��=��r−r�� �it is understood that the zero
mode diverging contribution is not taken into account in the
diffuson of Eq. �17�. This point is discussed in Appendix A�.
Equation �17� clearly exhibits the long range nature of the
spatial correlations.

The description of AAK allows us to perform a mean-
fieldlike but nonperturbative treatment of the electron-

electron interaction. We denote by P̃ the cooperon that in-
cludes the effect of the electron-electron interaction. It can be
conveniently written with a path integration over the diffu-
sive trajectories of the electron

P̃�r,r;t� =��
r�0�=r

r�t�=r

Dr���e−�0
t d� ṙ���2/4D+i��r�����

V

�18�

where the phase

��r���� = �
0

t

d��V�r���,�� − V�r���, �̄�� , �19�

with �̄= t−�, is the phase difference between the two time
reversed trajectories. In the presence of a static magnetic
field, a coupling 2ie�0

t d� r��� ·A�r���� to the vector potential
A�r� must be added in the action. In a ring of perimeter L
pierced by a magnetic flux 	, we have 2eA=
 /L, where 

=4�	 /	0 is the reduced flux.

The cooperon has the structure P̃�r ,r ; t�=P�r ,r ; t�
��ei��V,C where P�r ,r ; t� is the cooperon in the absence of
the electron-electron interaction and �¯�C denotes averaging
over closed Brownian curves.

The average over the Gaussian fluctuations of the field in
�18� can be performed thanks to the relation �ei��V

=e−�1/2���2�V. The term that appears in the action is

1

2
��2�V =

2e2T

�0
�

0

t

d�W�r���,r��̄�� , �20�

where we have introduced the function W, defined in the
most symmetric way by

W�r,r�� =
Pd�r,r� + Pd�r�,r��

2
− Pd�r,r�� . �21�

For one-dimensional wires of section S we have Pd�r ,r��
→ �1/S�Pd�x ,x��, where Pd�x ,x�� is now the one-
dimensional diffuson. Similar subsitutions holds for W and

P̃. The cooperon finally reads

P̃�x,x;t� = �
x�0�=x

x�t�=x

Dx���e−�0
t d��ẋ���2/4D+�2/�D�N

3/2�W�x���,x��̄���,

�22�

where we have used the definition of the Nyquist time �8�.
The weak localization correction is now given by

���� = − 2
e2D

�S
�

0

�

dtP̃�x,x;t�e−t/��, �23�

which is another way to write Eq. �7� �note that for a trans-

lation device such as a wire or a ring, P̃�x ,x ; t� is indepen-
dent on x�.

A. Scaling

If we introduce the dimensionless variables u=� / t and y
=x /�Dt, using the expression of W�x ,x�� given below by Eq.
�27�, we get, for a ring or for a finite connected wire

P̃�x,x;t� =
1

�Dt
�

y�0�=y

y�1�=y

Dy�u�

�e−�0
1du��1/4�ẏ�u�2+2�t/�N�3/2�y�u�−y�ū���1−�t/�D�1/2�y�u�−y�ū���� ,

�24�

where ū=1−u. We obtain the structure assumed in the intro-
duction

P̃�x,x;t� = P�x,x;t� � f	 t

�N
,

t

�D

 , �25�

where f�x ,y� is a dimensionless function. Finally it is
clear that the integration over time, Eq. �23�, leads to a con-
ductivity of the form

���� =
e2

S
L � g	 L

LN
,

L

L�

 , �26�

where g�x ,y� is a dimensionless function.
In the following we will omit the section of the wire.

B. How to get rid of time-nonlocality?

The expressions �18� and �22� were the starting point of
Ref. 4 in which the correction was computed in the case of
an infinite plane and an infinite wire. A first difficulty to
evaluate the path integral �22� is the nonlocality in time of
the action. This problem can be overcome thanks to the
translation invariance which makes the function W�x ,x�� a
function of the difference x−x� only. Such a property is true
only in few cases. More precisely, for the infinite wire
�AAK� and a finite isolated wire, the function is given by
W�x ,x��= 1

2 �x−x��. For the connected wire and the isolated
ring, it reads �see Appendix A�

W�x,x�� =
1

2
�x − x��	1 −

�x − x��
L


 . �27�

For a translation invariant problem we can follow the
strategy of AAK: separate the path integral into two parts
over the time intervals �0, t /2� and �t /2 , t� with �x,0

x,t Dx���
→�dx��x�,t/2

x,t Dx1����x,0
x�,t/2Dx2���, then perform the
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change of variables R���=�x1���+x2��̄���2� and ����

=�x1���−x2��̄���2� �the Jacobian is 1�. Since W�x ,x�� is
only function of x−x�, the action possesses a potential term
W�x1��� ,x2��̄��=W����� ,0� function of � only, therefore lo-
cal in time.

This result is actually due to a general property mentioned
in Ref. 22. The path integral �22� extends over all Brownian
paths coming back to their initial value �these paths are
called Brownian bridges�. If we consider a Brownian bridge
�x��� ,0��� t �x�0�=x�t�=0� we can write the following
equality in law

x��� − x�t − �� =
�law�

x�2�� for � � �0,t/2� . �28�

�Two random variables distributed according to the same
probability distribution are said to be “equal in law.”� There-

fore it follows that �0
t d�V�x���−x��̄�� =

�law�

�0
t d�V�x����for any

function V�x�. This immediately gives

�
x�0�=x

x�t�=x

Dx���e−�0
t d� �ẋ���2/4D+V�x���−x��̄���

= �
x�0�=0

x�t�=0

Dx���e−�0
t d��ẋ���2/4D+V�x�����. �29�

III. EXACT CALCULATION OF THE PATH INTEGRAL IN
THE ISOLATED RING

From Eqs. �22� and �29� we can write the weak localiza-
tion in the form

���� = − 2
e2

�
�

0

�

dte−t/L�
2�

x�0�=0

x�t�=0

Dx���

� e�0
t d��−�ẋ2/4�+2ieẋA�x�−�2/LN

3 �W�x���,0�� �30�

=−
2e2

�
�x = 0�

1

1

L�
2 − Dx

2 +
1

LN
3 	�x� −

1

L
x2
 �x = 0� , �31�

where we have rescaled the time to get rid of the diffusion
constant, and introduced the coupling to the magnetic field.
Inside the ring the vector potential is given by 2eA�x�=
 /L,
therefore the covariant derivative is Dx=d/dx−i
 /L.

A. The result for L�=�

As we have mentioned in the Introduction, the most strik-
ing effect of the electron-electron interaction is a modifica-
tion of the dependence of the AAS oscillations as a function
of L /LN. For this reason we begin this section by emphasiz-
ing the results for two limiting cases demonstrated below.

�1� Small perimeter L�LN. In this case

���n� � −
e2

�
L�6	LN

L

3/2

e−�n��1/�6��L/LN�3/2
, �32�

�2� Large perimeter L�LN. This regime is the one stud-
ied by LM.17,18 We obtain

���n� �
e2

�
LN

Ai�0�
Ai��0�

	�3

2

�n�

e−�n���/8��L/LN�3/2
, �33�

where

Ai�0�
Ai��0�

= −
��1/3�

31/3��2/3�
� − 1.372.

The exponential behavior coincides exactly with the one ob-
tained by LM �see Ref. 6�. However our prefactor differs as
will be discussed in Sec. V.

B. Computation of the cooperon

Starting from Eq. �31� we introduce the rescaled variable
�=x /L. Then the weak localization correction rewrites

���� = − 2
e2

�
LC�0,0� , �34�

where the Green’s function is solution of

�− 	 d

d�
− i

2

+
L3

LN
3 ���� − �2� +

L2

L�
2 �C��,��� = ��� − ���

�35�

for �� �0,1� and periodic boundary conditions. We intro-
duce the notation

a = 	 L

LN

3

and b = 	 L

L�

2

. �36�

We first consider the Cauchy problem. The differential equa-
tion

�−
d2

d�2 + a��1 − �� + b� f��� = 0 �37�

is a hypergeometric equation and can be solved by standard
methods23 which suggest the following transformation f���
=e−s2/2y�s�, where the variable is

s = ei�/4a1/4�� − 1
2� . �38�

It is now easy to see that the function y�s� is solution of
the Hermite equation. A solution of �37� is

f̃��� = e−s2/2H��s� , �39�

where H��s� is the Hermite function �see appendix B�. The
index � reads

� = −
1

2
+ i� with � =

�a

8
+

b

2�a
. �40�

Thanks to the symmetry of the differential equation with

respect to the substitution �↔1−�, and since f̃��� is not
invariant under this transformation, another possible solution

is f̃�1−��=e−�1/2�s2
H��−s�.
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In order to construct the Green’s function C�� ,��� we
introduce another solution of Eq. �37� satisfying the bound-
ary conditions

f�0� = 1 and f�1� = 0. �41�

This solution is related to f̃��� by

f��� =
f̃�0� f̃��� − f̃�1� f̃�1 − ��

f̃�0�2 − f̃�1�2
. �42�

The derivatives of f��� at �=0 and 1 will be central quanti-
ties in the following. They can be related to the derivatives of

f̃��� as

f��0� =
f̃�0� f̃��0� + f̃�1� f̃��1�

f̃�0�2 − f̃�1�2
, �43�

f��1� =
f̃�0� f̃��1� + f̃�1� f̃��0�

f̃�0�2 − f̃�1�2
. �44�

Then the cooperon is given by12,24

C��,��� =
ei
��−���

M
�f���f���� + ei
f���f�1 − ���

+ e−i
f�1 − ��f���� + f�1 − ��f�1 − ����

−
ei
��−���

f��1�
f�max��,����f�1 − min��,���� ,

�45�

where M=−2f��0�+2 cos 
 f��1�. At the origin we obtain
C�0,0�=1/M, therefore

���� = −
e2

�
L

1

− f��0� + f��1�cos 

. �46�

This result shows that in the most general case with expo-
nential relaxation ���� and electron-electron interaction ��N�,
the flux dependence of the weak localization correction has
still the same structure as AAS, Eq. �5�. As a consequence
the harmonics still decay exponentially with n,

���n� = −
e2

�
L

e−�n��eff

�f��0�2 − f��1�2
, �47�

where, by analogy with Eq. �6�, we have introduced an ef-
fective “perimeter” �eff, defined by

cosh �eff =
f��0�
f��1�

. �48�

Equations �47� and �48� are central results of the paper. We
now analyze several limiting cases, which requires a detailed

study of f̃�0�, f̃��0�, f̃�1�, and f̃��1�.

C. No electron-electron interaction: LN=�

We check first that we recover the result �6� of AAS. In
terms of the parameters a and b, the limit LN→� corre-

sponds to a→0 with b finite, then ��b / �2�a�→�. With

the help of the asymptotic behavior �B4� we get f̃���

e−�b� which gives

f��� =
sinh �b�1 − ��

sinh �b
.

The derivatives are f��0�=−�b coth �b and f��1�
=−�b / sinh �b and the effective perimeter reads �eff=�b
=L /L�. The harmonics are given by Eq. �6�.

D. Small perimeter L™LN

Instead of expanding the exact solution given above for
a�1, we go back to the differential equation �37� and con-
struct the solution f��� by a perturbative approach for the
small parameter a. This perturbative method is explained in
Appendix D. It follows from the expressions �D5� and �D6�
that

cosh �eff = cosh �b +
a

12�b
sinh �b + O�a2� �49�

and

f��0�2 − f��1�2 = b +
a

2�b
	coth �b −

1
�b


 + O�a2� .

�50�

In the limit L�L�, the effective perimeter can be written

FIG. 1. �Color online� In this figure we summarize the different
limits for the effective perimeter �eff given by Eq. �48�. For the
regime L�LN, we have used a perturbative method in Sec. III D.
The regime L�LN has been studied with the semiclassical approxi-
mation �instanton approach� in Sec. III E. Since the effective perim-
eter has the structure �eff= �L /LN�3/2��Lc

2 /L�
2�, the line L�=Lc


LN
3/2 separates the regimes of large and small L�. The dashed area

corresponds to the crossover region where the full expression �56�
is needed.
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�eff ��	 L

L�

2

+
1

6
	 L

LN

3

. �51�

This combination is not surprising from Eq. �37� �1/6 is the
average of ��1−�� over the interval�. The prefactor of the
harmonic is given by

�f��0�2 − f��1�2 � �eff. �52�

In the opposite limit L�L�, the effective perimeter can be
expanded as

�eff �
L

L�

+
1

12

L�L2

LN
3 + ¯ �53�

and the prefactor is given by

�f��0�2 − f��1�2 �
L

L�
	1 +

1

4
	L�

LN

3
 . �54�

For L�=�, it is clear that Eqs. �51� and �52� with Eq. �47�
give Eq. �32�.

E. Large perimeter LšLN

In this limit, the function �39�, f̃���
=e−i�1/2��a�� − 1 / 2�2

H−1/2+i��ei�/4a1/4��−1/2��, presents for �
→0 a behavior given by Eq. �B10�. For �→1 the function is
reduced by an exponential factor e−�� �in this limit �
��a /8�1�. It follows from Eq. �42� that

f��0� �
f̃��0�

f̃�0�
=

L

LN

Ai��LN
2 /L�

2�
Ai�LN

2 /L�
2�

�55�

�this expression is also derived in appendix C by a different
method�.

The relation �B14� shows that f̃��1��−ie−�� f̃��0�. There-
fore we expect that f��1� / f��0�
e−�� which leads to �eff

���. However this dominant term in f̃��1� is imaginary and
does not contribute to f��1� which is given by the next term

in the expansion of f̃��1�. Instead of performing a systematic

expansion of f̃��1�, we use the semiclassical solution for the
cooperon �see Appendix C� which leads to the behavior
�C22� and �C25�. As a result the effective perimeter is given
by the sum of two contributions

�eff = 	 L

LN

3/2

�	 LN
3

L�
2L

 + ��LN

2 /L�
2� , �56�

where

��x� = 	1

4
+ x
arctan

1
�4x

+
�x

2
�57�

�see Appendix C�. The second term involves the small and
smooth function

���� = ln�− 4�e�4/3��3/2
Ai���Ai����� . �58�

���� interpolates between ����=0 at large � and ��0�
=ln�2/�3��0.1438 at �=0 �see Fig. 2�. Since the first term

in Eq. �56� is much larger than 1 for the regime considered in
this subsection, ��LN

2 /L�
2� can be neglected in most cases.

Finally the weak localization correction reads

���n� �
e2

�
LN

Ai�LN
2 /L�

2�
Ai��LN

2 /L�
2�

e−�n��eff. �59�

We remark that the harmonic 0 coincides, as it should in
the limit L�LN, with the result of AAK, Eq. �9�, for the
infinite wire. This provides another check of the exact solu-
tion, and in particular of its prefactor.

We now discuss the various limiting cases obtained by
varying L�. First we remark that the prefactor of Eq. �59� has
the form LNg1�LN

2 /L�
2�, where g1�x� is a dimensionless func-

tion, whereas the effective perimeter has the form �eff
= �L /LN�3/2��Lc

2 /L�
2� with Lc=LN

�LN /L�LN �if we neglect
the smooth contribution�. Therefore we have to distinguish
three regimes:

�1� Negligible exponential dephasing: L��LN. Equation
�56� and �59� give Eq. �33�. This is the only regime in which
the contribution ���� in Eq. �56� plays a role.

�2� Lc=LN
�LN /L�L��LN. The prefactor simplifies as

���n� � −
e2

�
L�e−�n��eff �60�

and the effective perimeter can be expanded as

�eff �
�

8
	 L

LN

3/2

+
�

2

LN
3/2L1/2

L�
2 −

4

3
	LN

L�

3/2

. �61�

The two first terms correspond to ��. The effective perim-
eter is dominated by the first term. However the function
��b /a� appears in the argument of an exponential, in Eq.
�59�, multiplied by a large parameter as �eff=�a��b /a�.
Therefore it is not clear a priori when the terms of the
expansion of ��x� are negligible.

�3� Dominant exponential dephasing: L��Lc. In this
case the expansion of the effective perimeter reads

�eff �
L

L�

+
1

12

L�L2

LN
3 , �62�

which coincides with the expansion of the result �eff
��b+a /6��b+ �a /12�b� obtained by a perturbative ex-
pansion in a. If L��LN�LN /L�2, we recover the result of
AAS �6�.

We have summarized the different limits for the effective
perimeter in Fig. 1.

FIG. 2. The function ���� of Eq. �58�.
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IV. RELAXATION OF PHASE COHERENCE

In this section we interpret the results of the previous
section in a time representation and give a rigorous presen-
tation of the heuristic discussion of the introduction. The
results of this section may be useful to consider more com-
plicated situations than an isolated ring, when the path inte-
gral cannot be computed exactly, like the connected ring
studied in the next section. Let us consider the nth harmonic

P̃n�x ,x� ; t� of the cooperon. The Fourier transform over the
magnetic flux of the path integrals, Eqs. �18� and �22� in
which the coupling to the external magnetic field has been
reintroduced, selects the paths with a winding number equal
to n. We can write

P̃n�x,x;t� = �
0

2� d


2�
P̃�x,x;t�e−in


=��
x�0�=x

x�t�=x

Dx���e−�1/4��0
t d� ẋ���2+i��x�����n,N�x�����

V

,

�63�

where N�x���� is the winding number of the trajectory
around the ring. For a closed trajectory �x�0�=x�t�� we have
N�x����=1/L�0

t d�ẋ���. �In this section we set D=1�. Let us
introduce the probability Pn�x ,x� ; t� for a Brownian curve to
go from x� to x in a time t encircling n times the flux

Pn�x,x�;t� = �
x�0�=x�

x�t�=x

Dx���e−�1/4��0
t d� ẋ���2

�n,N�x����. �64�

For an isolated ring this probability simply reads

Pn�x,x�;t� =
1

�4�t
e−�x − x� − nL�2/4t. �65�

Then we can rewrite the harmonics of the conductivity as

P̃n�x,x;t� = Pn�x,x;t��ei��x�����V,Cn
�66�

=Pn�x,x;t��e−1/2��2�V�Cn
�67�

with ��2�V given by Eq. �20�,

1

2
��2�V =

2

�N
3/2�

0

t

d�W�x���,x��̄�� . �68�

The average

�¯�Cn
=

1

Pn�x,x;t�
� �

x�0�=x

x�t�=x

Dx��� ¯ e−�1/4��0
t d� ẋ���2

�n,N�x����

�69�

is performed over all closed Brownian trajectories with
winding n. The probability Pn in the denominator ensures the
normalization �1�Cn

=1. Therefore the function �ei��V,Cn
, re-

lated to the nth harmonic of the AAS oscillations, character-
izes the relaxation of phase coherence due to the electron-
electron interaction for trajectories with winding number n.
We now analyze this quantity.

A. Diffusion of the phase

An indication on the nature of the phase relaxation, char-
acterized by the function �e−�1/2���2�V�Cn

, can be obtained by
studying the diffusion of the phase, that is the much simpler
quantity ��2�V,Cn

. If we consider �� t /2, the average �W�Cn
is

given by

Pn�x,x;t��W�x���,x��̄���Cn
=

1

L
�

0

L

dxdx�W�x,x��

� �
m=−�

+�

Pm�x,x�;2��Pn−m�x�,x;t − 2�� . �70�

The final result is symmetric with respect to 2�↔ t−2�. The
double integration can be reduced to a simple integration
thanks to the relation �0

1dxdx�f�x−x��=�0
1du�1−u��f�u�

+ f�−u��. Then the integral is unfolded to extend over R. We
obtain

Pn�x,x;t��W�x���,x��̄���Cn
= �

−�

+�

dx ��x�
1

2
	 e−x2/8�

�8��

e−�x − nL�2/4�t−2��

�4��t − 2��
+ �n → − n�
 , �71�

where ��x� is the function ��x�=2W�x ,0��1−x /L�
=x�1−x /L�2 for x� �0,L� and periodized on R. To go fur-
ther we distinguish two cases depending on the relative order
of magnitude of the time t and the Thouless time �D.

1. Diffusive regime „t™�D…

In this case we have to separate the cases n=0 and
n�0.

a. Harmonic n=0.

The integral is dominated by the neighbourhood of x
0
since the Gaussian function is very narrow compared to L.
We can replace the function ��x� by its behavior near the
origin: ��x�→
�x�x, where 
�x� is the Heaviside function.
We obtain
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�W�x���,x��̄���C0
��2��t − 2��

�t
. �72�

This result should be symmetrised for �� t /2. Integration
over time � gives

1

2
��2�V,C0

�
��

4
	 t

�N

3/2

. �73�

In this regime the geometry plays no role and we recover the
result obtained for an infinite wire.10,13 This result is related
to the AAK behavior �9� for LN�L�.

b. Harmonic n�0.
For times t��D, the integral �71� can be estimated by the

steepest descent method: it is dominated by the neighbor-
hood of the point minimizing �x2 /8��+ ��x−nL�2 /4�t−2���,
that is, x=nL2� / t. Therefore we obtain

�W�x���,x��̄���Cn
� 1

2 ���nL2�/t� + ��− nL2�/t�� . �74�

The integration over time leads to average the function �:
�0

t dt�W�Cn
= t�0

Ldx /L��x�. It immediately follows that

1

2
��2�V,Cn

�
1

6

�D
1/2

�N
3/2 t =

1

6

t

�c
. �75�

2. Ergodic regime „tš�D…

The cases n=0 and n�0 can be treated on the same foot-
ing. The Gaussian function in Eq. �71� is very broad com-
pared to L and we can replace ��x� by its average value
��x�→1/L�0

Ldx��x�=L /12. It follows that �W�Cn
�L /12,

then

1

2
��2�V,Cn

�
1

6

t

�c
∀ n . �76�

To summarize we see that, for the harmonic n=0, the
diffusion of the phase crosses over from a t3/2 behavior to a
linear t behavior, whereas for n�0 it behaves always lin-
early. This difference shows up in the function �ei��V,Cn

lead-
ing either to a nonexponential or to an exponential phase
coherence relaxation.

B. The function Šei�
‹V,Cn

The calculation of �ei��V,Cn
is a more difficult task. It can

be obtained by different strategies.
�A� Small phase approximation: At short times, the phase

� is small, therefore we can linearize the exponential so that
�e−�1/2���2�V�Cn

�e−�1/2���2�V,Cn. Then we can use the results
given above in Sec. IV A.

�B� Inverse Laplace transform: The weak localization cor-
rection to the conductivity ���n�
�0

�dte−t/��Pn�x ,x ; t�
��ei��V,Cn

has been derived for arbitrary ��=L�
2 . Physically,

the parameter �� takes into account other dephasing mecha-
nisms responsible for an exponential relaxation of phase co-
herence. From a technical point of view the parameter ��

allows us to probe the time scale t
�� in the path integral

and we can, in principle, compute the inverse Laplace tran-
form of ���n�.

�C� Large phase for n�0 If none of the previous methods
can be used �the method �B� because it is too difficult, and
the method �A� because it is not the range of interest�, we
can use the following remark: for ��=� we see from Eq.
�32� that

���n� 
 �
0

�

dt
1
�t

e−�nL�2/4t�ei��V,Cn
. �77�

We expect that the behavior at large time involves the tail of
�ei��V,Cn

which we can assume to behave as �ei��V,Cn


 t e−!t�. The integral of the l.h.s. can be estimated by the
steepest descent method

�
0

�

dt
1
�t

e−�nL�2/4tt e−!t�

�� 2�

��� + 1�!
t*
 −�/2+1/2e−!��+1�t*

�
,

�78�

where t*= ��1/�!��nL /2�2�1/��+1�. The coefficient ! and the
exponents � and  are obtained by comparison of the depen-
dence of this result with L and n with the known behavior for
���n�.

C. Small perimeter L™LN

We now analyze �ei��V,Cn
in the small perimeter limit.

1. Short times

In the short time limit, the linearization of the exponential
is valid �method �A��. Therefore we can use expressions
�73�, �75�, and �76�. These expressions give a precise defini-
tion of the “short time” regime, which extends until
��2�V,Cn


1 that is t
�c. The time scale �c, given by Eq.
�16�, is associated with the length scale Lc=LN

�LN /L intro-
duced in Sec. III E �see Ref. 6�.

2. Long times

In this case we consider the harmonic n=0 and n�0 on
the same footing. The regime t��D corresponds to L�L�.
With L�LN this leads to the “perturbative” regime a ,b�1
for which we have found the expressions �51� and �52�,

�
0

�

dte−t/��P̃n�x,x;t� =
1

2� 1

L�
2 +

1

6

L

LN
3

e−�n�L�1/L�
2+�1/6�L/LN

3
.

�79�

The inverse Laplace transform can be computed exactly in
this case. It gives

P̃n�x,x;t� =
1

2��t
e−��nL�2/4t�e−�L/6LN

3 �t. �80�

We immediately obtain
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�ei��V,Cn
= exp −

1

6

t

�c
for t � �D ∀ n . �81�

This is the same result as for t��c. Since �D��c, it turns out
that the result obtained from the linearization of the expo-
nential is valid for all times.

3. Summary

From all these results we can conclude that for harmonic
n=0 the relaxation is non exponential at very short times and
eventually becomes exponential for time larger than the
Thouless time,

�ei��V,C0
� exp −

��

4
	 t

�N

3/2

for t � �D �82�

�exp −
1

6

t

�c
for t � �D. �83�

This difference comes from the time evolution of �W�C0
:

when the ring has not been explored �t��D� it scales like
�W�C0


�t, while it becomes time independent for ergodic
regime �t��D�.

On the other hand the phase coherence relaxation is al-
ways exponential for harmonic n�0:

�ei��V,Cn
� exp −

1

6

t

�c
∀ t . �84�

This is due to the fact that the trajectories with finite winding
necessarily explore the ring which leads to �W�Cn


 t0, for all
times, as explained in the Introduction.

D. Large perimeter LšLN

1. Short times

In this regime the analysis provided for small perimeter
using the results of Sec. IV A remains valid. The condition
of validity of the results slightly changes since the times are
now in the following order: �c��N��D. For harmonic
n=0, Eq. �82� holds for t��N. For the harmonics n�0, Eq.
�84� holds for t��c.

2. Long times
a. Harmonic n=0.
For this harmonic, the magnetoconductivity is given by

AAK since for LN�L the boundary conditions are not im-
portant. The inverse Laplace transform of Eq. �9� has been
computed exactly in Refs. 10, 13, and 25: �ei��V,C0
=��t /�N�n=1

� �1/ �un � �e−�un�t/�N, where un’s are zeros of Ai��z�.
b. Harmonic n�0.
In this case we can only use the method �C�. We compare

�32� to the integral �78�, the dependence in n of the exponen-
tial gives the exponent �=1. Then its L-dependence gives
!= �� /8��L /LN

3 �. The analysis of the prefactor shows that
 =0. Therefore,

�ei��V,Cn
� exp −

�2

64

t

�c
. �85�

3. Summary

For the harmonic 0,10,13

�ei��V,C0
� exp −

��

4
	 t

�N

3/2

for t � �N �86�

���t

�N

1

�u1�
exp − �u1�

t

�N
for �N � t �87�

�the first zero of Ai��z� is �u1��1.019�.
For harmonic n�0, we have seen above that

�ei��V,Cn
� exp −

1

6

t

�c
for t � �c �88�

�exp −
�2

64

t

�c
for �c � t . �89�

E. From exponential phase coherence relaxation to non
exponential size dependent harmonics

In Figs. 3 and 4 we summarize the results obtained for the
function �ei��V,Cn

.
The behavior ��2�V
 t3/2 was first mentioned in Ref. 15,

where it was conjectured that it may lead to interesting ef-
fects in a ring. However, when the effect of winding is prop-
erly taken into account, it turns out that the interesting effects
in the ring come from an exponential relaxation, i.e.,
��2�V,C
 t. In order to emphasize this point, let us summarize
the relationship between time dependence of the phase relax-
ation and the decay of the harmonics. For n�0, the function
�ei��V,C is always exponential, exp−"t /�c, with "=1/6 or
"=�2 /64, depending on the time regime �see Fig. 4�. The
weak localization is given by the time integrated probability
to turn n times around the ring weighted by the exponential
damping,

���n� 
 �
0

�

dte−"t/�c
1
�t

e−�nL�2/4t. �90�

FIG. 3. �Color online� Relaxation of phase coherence for trajec-
tories that do not wind around the flux �ei��V,C0

. The result for the
infinite wire �AAK� is recovered when trajectories cannot explore
the whole ring, that is either for t��D or for t��N.
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We recover the nonexponential size dependence of ���n�,
Eqs. �32� and �33�,

���n� 
 exp − �"�n�	 L

LN

3/2


 e−�n�L3/2T1/2
, �91�

consequence of an exponential relaxation of phase coher-
ence.

V. THE EFFECT OF CONNECTING WIRES

Up to now we have considered an isolated ring. This was
an important assumption in order to calculate the path inte-
gral. However, in a transport experiment the ring is necessar-
ily connected to wires through which the current is injected.
This has two important consequences that we now discuss.

A. Classical nonlocality and quantum nonlocality

�1� Classical nonlocality: The classical conductance of a
wire of section S and length L is given by the Ohm’s Law
Gcl=�0S /L, where �0 is the Drude conductivity. This result
can be rewritten for the dimensionless conductance as gwire

cl

=Gcl / �2e2 /h�=�dNc�e /L, where Nc is the number of chan-
nels, �e the elastic mean free path, and �d a numerical con-
stant depending on the dimension ��1=2, �2=� /2 and �3
=4/3�. The quantum correction to the classical result is
given by

��gwire� = −
2

L2�
0

L

dxPc�x,x� , �92�

where we have introduced the notation Pc�x ,x��
=�0

�dte−t/��P̃�x ,x� ; t�.
For a multiterminal network with arbitrary topology, the

classical transport is described by a conductance matrix that
can be obtained by classical Kirchhoff laws. This classical
conductance matrix is a nonlocal object since each matrix
element depends on the whole network and the way it is
connected to external contacts. On such a network, because
of the absence of translation invariance, we have shown in

Ref. 11 how the cooperon must be properly weighted when
integrated over the wires of the network in order to get the
weak localization correction to the conductance matrix ele-
ments. Equation �92� generalizes as a sum of contributions of
the different wires,

��g� = −
2

L2�
i

�L
�li
�

wire i

dxPc�x,x� , �93�

where L is the equivalent length obtained from Kirchhoff
laws, gcl=�dNc�e /L. The weight of the wire i is the deriva-
tive of the equivalent length with respect to the length of
the wire li. The existence of these weights can lead to
unexpected results, like a change in sign of the weak lo-
calization correction for multiterminal geometries.11,12,29

When we consider the ring of Fig. 5, the equivalent length
is given by L= la+ lc�d+ lb, where lc�d

−1 = lc
−1+ ld

−1. It follows that

��g� = −
2

�la + lc�d + lb�2

� ��
a

+
ld
2

�lc + ld�2�
c

+
lc
2

�lc + ld�2�
d

+ �
b
�dxPc�x,x� .

�94�

�2� Quantum nonlocality of the cooperon: The cooperon
is a nonlocal object that depends on the whole network.
Pc�x ,x� is a sum of contributions of diffusive loops that ex-
plore the network over distances of order of the phase coher-
ence length. We have shown recently in Refs. 21 and 29 that
the presence of the connecting wires can strongly affect the
behavior of the harmonics of the AAS oscillations. We can
distinguish two regimes for long connecting wires: �i� in the
limit L��L the AAS harmonics are exponential ��gn�

exp− �n�L /L�. �ii� However in the limit L�L�, the behav-
ior of the harmonics becomes ��gn�
exp− �n��2L /L�. This
different behavior was analyzed in detail and shown to origi-
nate from the fact that the Brownian trajectories can explore
the connecting wires over distances larger than the perimeter
L. The effective perimeter of a Brownian trajectory encir-
cling the ring is �eff��2L /L��L /L�.

We see that the simple exponential decay of the harmon-
ics with the perimeter, Eq. �6�, can be modified for two rea-
sons: either the presence of connecting wires, or the effect of
the electron-electron interaction. One acts on the nature of
the diffusion around the ring, the other acts on the nature of
the dephasing. In this section we propose to combine these
two effects.

The presence of connecting wires modifies the diffuson,

FIG. 4. �Color online� Relaxation of phase coherence for trajec-
tories with a finite winding number �ei��V,Cn

, with n�0.

FIG. 5. �Color online� A mesoscopic ring connected at two res-
ervoirs �represented by the wavy lines�.
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and therefore the function W�x ,x��. The main difficulty to
compute the path integral giving the cooperon is that
W�x ,x�� cannot be written as a single function of x−x� and it
is not possible to make the path integral local in time.

B. Large perimeter LšLN

The connecting wires are not expected to have a striking
effect in this regime. Since the cooperon vanishes exponen-
tially over distances larger than LN �or L��, the integration of
the cooperon over the connecting wires can be neglected
when studying the harmonics. On the other hand the diffuson
is affected by the presence of connecting wires, and the func-
tion �27� has to be replaced by �A4� and �A6�. This function
has a similar structure to Eq. �27�; moreover the two func-
tions are equal in the limit of long connecting wires as dis-
cussed in Appendix A. The function was given in Ref. 17 for
a symmetric ring �la= lb and lc= ld�. In this case, when both x
and x� are in the same arm of the ring it reads17 W�x ,x��
= 1

2 �x−x���1− ��#+1� /L��x−x���, where #= lc�d /L. This ex-
plains why, in the regime L�LN, the presence of connecting
wires has almost no effect. It essentially modifies the numeri-
cal prefactor in the exponential, ��gn�
exp�−n�C# /C0�
��� /8��L /LN�3/2�. The coefficient C# /C0 interpolates
smoothly between 1 �for #=0� and 1/�2 �for #=1�.17

�3�Prefactor of the harmonics: Before going to the limit
of small perimeter we consider into more details the prefac-
tor of the conductance. The exact result �59� was derived for
an isolated ring and it is not clear how it is related to the
conductance through a ring connected to contacts by arms. In
this latter case the conductance is given by Eq. �94�. In the
limit LN� la, lb� lc, ld, let us approximate the cooperon by

Pc�x,x� � �Pc�� wire for x � a,b �95�

��Pc�isolated ring for x � c,d , �96�

where �Pc�� wire and �Pc�isolated ring are the cooperon for an
infinite wire and the isolated ring, respectively. This means
that we neglect the fact that the cooperon can leak in the
wires a and b, when its coordinate is inside the ring. The
harmonic n=0, given by

��g0� �
LN

L
Ai�LN

2 /L�
2�

Ai��LN
2 /L�

2�
, �97�

has the form ��g0�= �� /e2����0� /L. The harmonics n
�0 read

��gn� �
lc�dLN

L2

Ai�LN
2 /L�

2�
Ai��LN

2 /L�
2�

e−�n��eff, �98�

where the effective perimeter is given by Eq. �56�.
One may question the validity of the hypothesis �95� and

�96�. To answer this question, let us consider the limit
LN /L�=� of Eqs. �97� and �98� and compare with the exact
result obtained in Ref. 12. In Eqs. �97� and �98�, the ratio of
Airy functions is replaced by −L� /LN and �eff=L /L�. On the
other hand the exact result gives ��g0��−L� /L and, for the
harmonics n�0,

��gn� � −
lc�dL�

L2 	2

3

2�n�

e−�n�L/L�. �99�

The comparison between Eq. �98� and �99� for LN /L�=�
shows that we only missed the factor �2/3�2�n�. This factor is
related to the probability for the diffusive trajectory to re-
main inside the ring, when arriving at the vertex �see Refs.
12, 21, and 36�. Note that, in the limit of short connecting
wires la�L�, the factor �2/3�2�n� in Eq. �99� is replaced by
�1+L�

2 / �laL���2la /L���n�, which describes the probability that
the diffusive particule is not absorbed by the nearby reservoir
when arriving at the vertex. In the limit la /L�→0, the reser-
voirs break phase coherence at the vertices and the harmon-
ics vanish.

Finally we remark that the prefactor of the harmonics dif-
fers from the one obtained by LM.17 With our notations their
result reads ��gn�LM
LN

9/4e−�n��L / LN�3/2
, whereas our prefactor

is linear in LN �for L�=��, as for ���n�. We stress that the
difference between LM’s and our result is not due to the
presence of connecting wires. The linear dependence in LN of
the prefactors of Eqs. �59� and �98� comes from the path
integral. In LM’s paper, the LN

9/4 comes from a wrong esti-
mation of the prefactor of the path integral. In Appendix C
we have shown how the correct prefactor can be extracted
within the instanton approach followed by LM.

C. Small perimeter L™LN

In this limit, the Brownian trajectories contributing to the
path integral �18� and �22� are related to times t��D. It is
known that for such time scales the arms have a striking
effect since the diffusive trajectories spend most of the time
in the long connecting wires �see Ref. 21 and Sec. V of Ref.
22�. This affects both the winding properties around the ring
and the nature of the dephasing.

We expect that the relaxation of the phase coherence
mainly occurs inside the arms, i.e., the largest contribution to
��2�V
�0

t d�W�x��� ,x��̄�� correspond to x and x� in the arms.
In this case the function W�x ,x�� is given by Eqs. �A7� and
�A8�. If we consider the long arm limit la , lb�LN� lc , ld, we
can take the limit la , lb→� in Eqs. �A7� and �A8� and we
have W�x ,x��� 1

2 �x−x��. We recover the same function as for
the infinite wire. In this limit the length over which the tra-
jectories extend in the wires is not limited by the size of the
system but by the time. Therefore we expect that the phase
coherence relaxation is nonexponential and the function
�ei��V,C is similar to the one obtained for the infinite wire �or
for the harmonic n=0 for the large ring, Eqs. �86� and �87��.

On the other hand, the winding around the loop is anoma-
lously slow, given by a probability21 Pn�x ,x ; t�

 ��L / t3/4�$�n�NaL / t1/4�, where Na is the number of arms
attached to the ring �here we have Na=2�. The tail of the
distribution reads $�%�
exp−3�% /4�4/3 for %�1. Combining
these two remarks we have

��gn� 
 �
0

�

dte−���/4��t/�N�3/2
e−�3/4��n4�D/t�1/3

. �100�

The integral is now dominated by the neighborhood of t*
= �2/3���6/11�n8�D

2 �N
9 �1/11. We check that the integral is
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dominated by times smaller than �N, since t*

�N�n4�D /�N�2/11��N, for consistency with the assumption
of nonexponential relaxation of phase coherence in the wires
�we used the expression for t��N�. The integration gives

��gn� 
 exp − ��n�12/11	 L

LN

6/11

�101�


exp − �n�12/11L6/11T2/11, �102�

where �= �11/12��3�� /2�2/11�1.095. This prediction
should be tested experimentally on a chain of rings separated
by sufficiently long wires, compared to the phase coherence
length �several rings are required in order to perform a dis-
order average�.

VI. CONCLUSION

We have considered the effect of the electron-electron in-
teraction on the weak localization correction for a diffusive
ring. We have calculated exactly the path integral giving the
weak localization correction for the isolated ring in the pres-
ence of electron-electron interaction �characterized by the
Nyquist length LN� and of other dephasing mechanisms de-
scribed by an exponential phase coherence relaxation �char-
acterized by L��. The harmonics of the conductivity are al-
ways of the form ���n�
exp− �n��eff, where �eff accounts for
both kinds of relaxation, combined in a nontrivial way. The
effective perimeter can always be written as

�eff = 	 L

LN

3/2

f�Lc
2/L�

2� , �103�

where Lc=LN
3/2 /L1/2. For large perimeter L�LN, the dimen-

sionless function is f�x�=��x� �Eq. �C26��. For small perim-
eter L�LN it is given by f�x�=�1/6+x. All limiting behav-
iours of �eff have been studied in Secs. III D and III E.

In order to interpret these results, we have studied the
function �ei��V,Cn

characterizing the phase coherence relax-
ation for trajectories with winding n �involved in the nth
harmonic of the AAS oscillations�. We have shown that,
whereas the phase relaxation crosses over from a nonexpo-
nential behavior to an exponential behavior for the harmon-
ics n=0, it is always exponential for n�0. �See Table I� The
time �c characterizing the exponential relaxation �ei��V,C

exp− t /�c is given by �c=�0S / �e2TL�=�N

3/2�D
−1/2. This expo-

nential relaxation is at the origin of the nonexponential decay
of the harmonics with the size and the new temperature
dependence30 predicted by LM, ��gn�
exp−n�L /LN�3/2


exp−nT1/2L3/2.
In the light of these results it seems difficult to interpret

the experiment recently performed on large GaAs/GaAlAs
square networks where a behavior exp−nT1/3 was
observed.20,33 However the experiment was performed in a
temperature range where LN
L. In this regime the diffusive
trajectories start to explore the network surrounding the loop,
which modifies the behavior of the harmonics as a function
of L /LN and therefore the temperature dependence. However
we have not been able to extend the theory to the square
network.

In the last part of our article we have studied the effect of
the wires connecting the ring to reservoirs. Whereas the AAS
harmonics are weakly affected by the connecting wires in the
limit L�LN, we have shown that a strong modification is
expected in the opposite limit L�LN, where we have pre-
dicted a behavior ��gn�
exp−n12/11L6/11T2/11. The appropri-
ate experimental setup to test this result is a chain of rings
separated by wires whose length remain larger than LN. This
situation is particularly interesting because the flux sensitiv-
ity is due to the motion inside the ring whereas, in this case,
the dephasing occurs mostly in the arms.

An interesting effect has been observed recently in the
study of four terminal measurements of AB oscillations in a
ballistic ring. It has been shown experimentally34 that the
dephasing rate depends on the configuration of the voltage
probes and current probes. It was suggested that a measure-
ment with current probes on both sides of the ring favors
charge fluctuations inside the ring and leads to a high
dephasing rate, whereas a nonlocal measurement with cur-
rent probes at one side and voltage probes at the other side
�i.e., no current flows through the ring on average� dimin-
ishes charge fluctuations in the ring and therefore leads to
smaller dephasing rate. This effect has been described theo-
retically in Ref. 35. An interesting question is whether a
similar effect might occur in a diffusive ring.
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APPENDIX A: THE FUNCTION W„x ,x�…

1. Isolated ring

We give here the solution of the equation �#
−Dx

2�P�x ,x��=��x−x�� on a ring pierced by a flux. Dx

=d/dx−i
 /L is the covariant derivative. We introduce the
variable �=x /L� �0,1�. The solution of the equation �b

TABLE I. The harmonics ��gn� of the conductance through a
ring of perimeter L connected to long arms. We compare the results
for exponential phase coherence relaxation, described by L�, and
the one obtained for electron-electron interaction �LN�. � is the di-
mensionless constant given in the text.

Exponential relaxation

L�L� exp−nL /L�

L�L� exp−n�2L /L��1/2

Electron-electron interaction

L�LN exp−
�

8
n�L /LN�3/2

L�LN exp−�n12/11�L /LN�6/11
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−D�
2�C�� ,���=���−��� with b=#L2 and D�=d/d�−i
 is

given by Eq. �45� for

f��� =
sinh �b�1 − ��

sinh �b
.

The two Green’s functions are related by P�x ,x��
=LC�x /L ,x� /L�.

�i� #=0 & 
�0. Let us consider the limit #=0. We have

C��,��� =
ei
��−���

2�1 − cos 
�
� �1 + �� − ����e−i
 sign��−��� − 1�� .

�A1�

�ii� #=0 & 
=0. In the limit of vanishing # and 
, the
diffusion equation possesses a zero mode, therefore the
Green’s function C�� ,��� presents a diverging contribution,
C�� ,��� =


→0

1 /
2− � 1
2

���−����1− ��−���� This diverging con-

tribution disappears when considering the function

W�x,x�� =
P�x,x� + P�x�,x��

2
− P�x,x�� �A2�

=
1

2
�x − x��	1 −

�x − x��
L


 . �A3�

The existence of a zero mode is an artefact coming from
the fact that the system is isolated. In a more realistic situa-
tion �when the ring is connected to reservoirs through wires,
for example� the Laplace operator does not possess a zero
mode.36 Physically, the zero mode does not contribute to the
function W�x ,x��, i.e., to the dephasing, since it corresponds
to uniform fluctuations of the electric potential that do not
contribute to the phase �, given by Eq. �19�.

2. Connected ring

We now construct the symmetric function W�x ,x��, de-
fined in Eqs. �21� and �A2�, when the ring is connected to
reservoirs by two wires �Fig. 5�. In this case W�x ,x�� is fully
characterized by a set of components corresponding to the
coordinates in the different wires. A system of coordinate
must be specified: we first give an orientation to the wires of
the network, shown in Fig. 6 �we call “arc” an oriented wire�.
Then the coordinate along an arc i belongs to the interval
�0, li�, where li is the length of the arc. Below we construct
W�x ,x�� when x and x� are both in the ring or both in the
arms.

a. Inside the ring

When both coordinates are in the arc c, we obtain

Wc,c�x,x�� =
1

2
�x − x��	1 −

la + ld + lb

la + lc�d + lb

�x − x��
lc + ld


 , �A4�

with x ,x�� �0, lc�. For lc= ld we recover the expression given
in Ref. �17�. We also need the case when x�c and x��d:

Wc,d�x,x�� =
1

2

�la + lb�lc�d

la + lc�d + lb
	1 −

x

lc
−

x�

ld

2

+
1

2
�x	1 −

x

lc

 + x�	1 −

x�

ld

� , �A5�

with x� �0, lc�, x�� �0, ld� and with the orientation of Figure
6. It is more convenient to consider a unique way to measure
both coordinates. Therefore we shift x� by lc in Eq. �A5�,

Wc,d�x,x� − lc� =
1

2
�−

lc
2

la + lc�d + lb
−

la − lc�d + lb

la + lc�d + lb
x

+ 	1 +
2lc

2

�lc + ld��la + lc�d + lb�

x�

−
la + ld + lb

la + lc�d + lb

x2

lc + ld
−

la + lc + lb

la + lc�d + lb

x�2

lc + ld

+
la + lb

la + lc�d + lb

2xx�

lc + ld
� , �A6�

with x� �0, lc� and x�� �lc , lc+ ld�. It is now clear that in the
limit of long connecting wires, la , lb� lc , ld, Eqs. �A4� and
�A6� lead to the same result as in the isolated ring, Eq. �A3�.
We see that, inside the ring, W�x ,x�� is not everywhere a
function of x−x� only, apart in the limit la , lb→�.

b. Inside the arms

When both coordinates are in the same arm, we have

Wa,a�x,x�� =
1

2
�x − x��	1 −

�x − x��
la + lc�d + lb


 . �A7�

When the two coordinates belong to different arcs we prefer
to shift the origin of the coordinate x�, as we did inside the
ring. If the shift is chosen to be la+ lc�d, we obtain the simple
expression

Wa,b�x,x� − la − lc�d� =
1

2
�x� − x�	1 −

x� − x

la + lc�d + lb



�A8�

�in this expression x�= la+ lc�d corresponds to the begining of
the arc b�. When lc�d=0 �no ring� we obtain from �A7� and
�A8� the result for a connected wire

W�x,x�� =
1

2
�x − x��	1 −

�x − x��
la + lb


 ,

which is similar to the one for the isolated ring Eq. �A3�, as
mentioned above. It is remarkable that, in the presence of the
ring, there exists a choice of coordinates for which W�x ,x��
in the arms has precisely the same structure as in the absence
of the ring. In the limit of an infinite wire, la , lb→�, we

FIG. 6. Orientation of the arcs of the ring.
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recover from Eqs. �A7� and �A8� the result of the infinite
wire, W�x ,x����x−x�� � 2.

APPENDIX B: HERMITE FUNCTION

Consider the Hermite equation23

y��z� − 2zy��z� + 2�y�z� = 0. �B1�

Two linearly independent solutions are the Hermite function
H��z� and H��−z�. An integral representation is

H��z� =
1

��− ���0

� dt

t�+1e−t2−2zt, �B2�

from which we get the series representation

H��z� =
1

2��− ���n=0

�

�− 1�n�	n − �

2

 �2z�n

n!
. �B3�

We now study several limiting behaviors of the Hermite
function H−1/2+i��ei�/4a1/4��−1/2��, where �=b / �2�a�
+�a /8.

1. The limit a\0

In this case ��b /2�a, therefore we study the limit �
→� when the argument of the Hermite function reads z
=x /�−i� with x finite. Using the expression ��n /2+1/4
−i�� /2��
 �� /2�n/2e−in��/4�, valid for ��n, and the series
representation �B3�, we get

H−1/2+i�	 x
�− i�


 

�→�

e−�2x. �B4�

2. The limit a\�: From Hermite to Airy function

The first step to study this limit is to perform a rotation of
+� /4 in the complex plane of the axis of integration in �B2�.
One obtains

H−1/2+i��ei�/4A� =
ei�/8+��/4��

�	1

2
− i�
�0

� dx
�x

e−i��x,��, �B5�

where the phase reads

��x,�� = x2 + 2Ax + � ln x . �B6�

We introduced the notation

A = a1/4�� − 1
2� . �B7�

We are interested in the limit a→� with LN /L� finite �or
zero�, therefore it is convenient to write

� =
�a

8
	1 + 4

�

a1/3
 , �B8�

where �= �LN /L��2.

i. The case �\0

The function ��x ,�� is a monotonous function of the vari-
able x�R+, however its second derivative vanishes at x

= ±�� /2. For �→0 the first derivative at this point becomes
very small in the limit a→�, therefore we expect that the
neighborhood of �� /2 brings the dominant contribution to
the integral. The expansion of the phase in the neighborhood
of �� /2 reads �for t→0�

����/2 + a1/12t,�� = ����/2,�� + �a1/3� + ��t +
1

3
t3

−
1

2a1/6 t4 + ¯ + O�a�3−n�/6tn� .

�B9�

Inserting this expression into the integral representation
�B5�, we obtain the Airy function37

Ai�x� =
1

2�
�

−�

+�

dtei�t3/3+xt�,

namely,

H−1/2+i�	ei�/4a1/4	� −
1

2


 


a→�
e−i��a/2��Ai�� + a1/3�� .

�B10�

This expression is valid for �→0 such that a1/3� is not large,
and for � /a1/3�1. This last condition rewrites L�

�LN
�LN /L.

ii. The case �\1

For �→1 the expansion of ��z ,�� must be realized in the
neighbourhood of −�� /2, where the first derivative with re-
spect to z vanishes �the first derivative at +�� /2 now di-
verges in the limit a→��. Therefore the contour of integra-
tion must be deformed in order to visit the neighborhood of
z=−�� /2. The new contour of integration is shown on the
right part of Fig. 7. For ��1/2,

�
0

� dx
�x

e−i��x,�� = �
C1�+C2�

dz
�z

e−i��z,��. �B11�

To deal with more symmetric expressions for ��1/2 and
��1/2 we remark that the contour of integration can also be
deformed in this latter case �see the left part of Fig. 7�. For
��1/2,

�
0

� dx
�x

e−i��x,�� = �
C1+C2

dz
�z

e−i��z,��. �B12�

The dominant contribution to the integral is given by the
contribution of the segment C1�. By noting that ��ze−i� ,��=
−i��+��z ,1−�� for ��1/2 and z�R+, we see that, for
��1/2,

�
C1�

dz
�z

e−i��z,�� = − ie−���
C1

dz
�z

e−i��z,1−��. �B13�

Therefore, since f̃��� is dominated by C1 for �→0 and by C1�
for �→1 we have

f̃��� � − ie−�� f̃�1 − �� for � → 1. �B14�
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APPENDIX C: SEMICLASSICAL APPROACH

In this appendix we analyze the cooperon solution of Eq.
�35� by following a semiclassical approach, valid for LN
�L. We construct the solution of the equation �−d2/d�2

+V����f���=0 for �� �0,1�, where the potential is

V��� = a��1 − �� + b . �C1�

The solution of interest satisfies f�0�=1 and f�1�=0. As
shown in the text, the harmonics of the cooperon then read

C�n��0,0� =
1

2�f��0�2 − f��1�2
e−�n��eff �C2�

with cosh �eff= f��0� / f��1�.
The semiclassical approach holds for a�1. In this case

the quadratic potential acts as a high barrier in which the
solution hardly penetrates.

1. Semiclassical solution: Instanton

The WKB solution of the differential equation can be ex-
pressed as f�����1/������exp±��d������� where the con-
jugate momentum for zero “energy” is ����=�V���. Let us
introduce

S��� = �
0

�

d���V���� , �C3�

which is the action of the instanton penetrating inside the
potential barrier �classical solution for imaginary time� for
zero “energy.” We write the semiclassical solution in the
form

f��� =
a1/6

���V����1/4
�Bsce

−S��� + Csce
+S���� , �C4�

where Bsc and Csc are two coefficients to be determined in
order to satisfy boundary conditions.

2. Validity of the semiclassical approximation

The validity of the semiclassical approximation can be
expressed precisely by the condition ��d/d���1/�������1.
This condition rewrites here as

a1/3	��1 − �� +
b

a

 � 1. �C5�

Depending on the relative magnitude of LN and L�, there are
two possibilities that we discuss now. We recall the notation
�=b /a2/3=LN

2 /L�
2 .

i. Regime L�™LN

In this case b /a2/3�1 and the condition �C5� is fulfilled
for any �� �0,1�. We immediately find the coefficients Bsc

and Csc by imposing the boundary conditions and obtain

f��� =���0�
����

sinh�S�1� − S����
sinh S�1�

. �C6�

Therefore

f��0� = −
a

4b
− �b coth Sinst � − �b , �C7�

f��1� = −
�b

sinh Sinst
� − 2�be−Sinst, �C8�

where we have introduced the notation Sinst�S�1�. The ef-
fective perimeter simply reads

�eff = argcosh
f��0�
f��1�

� Sinst. �C9�

ii. Arbitrary L�

In the case L�&LN �i.e. b /a2/3�1� the condition �C5�
cannot be fulfilled near the edges of the interval. For �
0
the condition �C5� can only be satisfied for �&�c whereas
for �
1 it is satisfied for 1−�&�c. We have defined �c by
the two conditions a1/3�c+��1 and �c�1 �the breakdown
of the semiclassical approximation near the edges can be
simply understood by noting that, for b=0, �=0 and �=1 are
the turning points of the classical solution for imaginary time
for a zero “energy”�. Therefore the resolution of the differ-
ential equation must be performed carefully near the edges.
We separate the interval �0,1� into three parts:

FIG. 7. �Color online� Left: Contour of integration in the complex plane for ��1/2 �i.e., A�0�. The vertical line separates the regions
where Re�i�z2+2Az�� is positive or negative in the lower half of the complex plane. Right: Contour of integration for ��1/2 �i.e., A�0�.
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�i� In the neighbourhood of 0 where the potential is lin-
ear, the solution is a combination of two Airy functions37

f��� = B1 Ai�a1/3� + �� + C1 Bi�a1/3� + �� . �C10�

�ii� Semiclassical solution: Sufficiently far from the
edges of the interval, that is in the interval ��c ,1−�c�, we
can use the WKB solution �C4�.

�iii� In the neighbourhood of �=1 the potential is almost
linear again and the solution reads

f��� = B2 Ai�a1/3�1 − �� + �� + C2 Bi�a1/3�1 − �� + �� .

�C11�

The solution f��� is continuous and differentiable. There-
fore the matching of the three expressions should now be
performed in the region �
�c and �
1−�c. It is clear from
the definition of �c that the matching is realized in the Airy
functions’ asymptotic region. We obtain the following rela-
tions between the coefficients:

	B2

C2

 = 	 0 q

1/q 0

	B1

C1

 , �C12�

where

q = 2eSinst+4/3�3/2
� 1. �C13�

We add to these relations the conditions

f�0� = B1 Ai��� + C1 Bi��� = 1, �C14�

f�1� = B2 Ai��� + C2 Bi��� = 0. �C15�

Solving these equations we find

B1 =
q2 Ai

q2 Ai2 − Bi2
, �C16�

C1 =
− Bi

q2 Ai2 − Bi2
, �C17�

where Airy functions are taken at �. We eventually find

f��0� = a1/3q2 Ai Ai� − Bi Bi�

q2 Ai2 − Bi2
� a1/3Ai�

Ai
, �C18�

f��1� = − a1/3 q/�

q2 Ai2 − Bi2
� − a1/3 1

�q Ai2
, �C19�

where we have used that the Wronskian of the Airy functions
is W�AiBi�=Ai Bi�−Ai� Bi=1/� �see Ref. 37�. Finally the
two derivatives are

f��0� � a1/3Ai����
Ai���

, �C20�

f��1� � −
a1/3

2�

e−Sinst−
4
3

�3/2

Ai���2 . �C21�

We can check that �C20� and �C21� coincide with �C7� and
�C8� in the limit L��LN. The effective perimeter is given by

�eff = Sinst + ln�− 4� Ai���Ai����e
4
3

�3/2
� . �C22�

Equation �C20� corresponds to the limit �55� derived directly
from the exact solution, which gives the prefactor of the
harmonics �59�.

3. Action of the instanton

We analyze more into detail the action corresponding to
the crossing of the barrier

S�1� = �
0

1

d��V��� �C23�

=��	1 −
2

�
arcsin

1
�1 + a/�4b�


 +
�b

2
, �C24�

where we recall that �=b / �2�a�+�a /8. The action can be
written in the form

Sinst � S�1� = �a��b/a� , �C25�

where the function ��x� is given by

��x� = 	1

4
+ x
arctan

1
�4x

+
�x

2
. �C26�

This function presents the following limiting behaviors

��x� = �	1

8
+

x

2

 −

4

3
x3/2 + O�x5/2� for x � 1, �C27�

��x� = �x +
1

12

1
�x

+ O�x−3/2� for x � 1. �C28�

APPENDIX D: A PERTURBATIVE APPROACH TO SOLVE
EQ. (37)

We solve Eq. �37� with the boundary conditions �41� in
the limit a�1. Let us write the solution as an expansion in
powers of the parameter a,

f��� = f0��� + f1��� + f2��� + ¯ , �D1�

where fn���=O�an�. In order to satisfy the boundary condi-
tions �41� at any level of approximation we impose f0�0�
=1 and f0�1�=0 for the order 0, and fn�0�= fn�1�=0 for
higher orders. f0��� is solution of f0�−bf0=0, therefore,

f0��� =
sinh �b�1 − ��

sinh �b
. �D2�

The first order term satisfies the differential equation

f1���� − bf1��� = a��1 − ��f0��� � '��� . �D3�

The solution satisfying the appropriate boundary conditions
reads
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f1��� = −
1

W� f0����
0

�

dt'�t�f0�1 − t�

+ f0�1 − ���
�

1

dt'�t�f0�t�� , �D4�

where W=�b / sinh �b is the Wronskian of the two solutions
W=W�f0��� , f0�1−���. After some calculations the deriva-
tives are found

f��0� = − �b coth �b −
a

4 sinh2 �b

� 	−
1

3
+

cosh2 �b

b
−

sinh 2�b

2b3/2 
 + O�a2� ,

�D5�

f��1� = − �b
1

sinh �b
+

a

4 sinh2 �b

� 	1

3
cosh �b −

cosh �b

b
+

sinh �b

b3/2 
 + O�a2� .

�D6�

APPENDIX E: RELATION BETWEEN THE WEAK
LOCALIZATION AND THE CONDUCTIVITY

FLUCTUATIONS

We re-examine the relation between the weak localization
and the conductivity fluctuations studied in Ref. 19 for the
case of the wire and used in Ref. 17. We show that the
relation is more general and holds for the local conductivity
�=��drdr� /Vol���r ,r��. Note that it is only meaningful to
consider a local conductivity when the distribution of cur-
rents is uniform �translation invariant system or a network
with equal currents in its wires�.

The weak localization is governed only by the phase co-
herence length �LN and/or L��. The study of conductivity
fluctuations involves another important length scale: the ther-
mal length LT=�D /T. Conductivity fluctuations are given by
four contributions: the two first are interpreted as correla-
tions of the diffusion constant38

����B����B����1� =
16

Vol2
	 e2

h

2�D2

3T
�

0

�

dtdt��̃�t − t��

�� drdr�P̃d�r,r�;t�P̃d�r,r�;t��*,

�E1�

where

�̃�t� =
3T

�
	 �Tt

sinh �Tt

2

is a function of width 1/T and normalized to unity. The
second contribution is obtained by replacing the diffuson by
the cooperon P̃c. The two remaining contributions, of the
form �0

�dtdt��̃�t− t���drdr�Re�P̃d�r ,r� ; t�P̃d�r� ,r ; t���, are
interpreted as correlations of the density of states.38 How-
ever, these two contributions are negligible19 since LT�LN is
necessary fulfilled �LT
LN corresponds to the threshold of
strong localization�. The condition LT�LN allows us to re-
place the function �̃�t� by ��t� and obtain

����B����B����1� =
16

Vol2
	 e2

h

2�D2

3T

��
0

�

dt� drdr��P̃d�r,r�;t��2. �E2�

The diffuson and cooperon are solutions of the “diffusion”
equation

� �

�t
− D��− 2ieA(�2 + i�V1�r,t� − V2�r,t���P̃d,c�r,r�;t�

= ��t���r − r�� . �E3�

A( is the vector potential related to the magnetic field
�B(B�� /2, where the sign is � for P̃d and ) for P̃c. The
two potentials V1 and V2 are the two fluctuating electric po-
tential associated to the two conductivity bubbles. They are
both characterized by the same fluctuations, given by the
fluctuation-dissipation theorem �17�, however V1 and V2 are
uncorrelated since they are associated to the conductivity
bubbles for two different configurations of the disorder,39

�Vi�r,t�Vj�r�,t���V = �ij
2e2

�0
T��t − t��Pd�r,r�� .

Starting from the path integral representation of the diffu-
son it is possible to perform the average over the fluctuating
potential

��P̃d�r,r�;t��2�V = �
r1�0�=r�

r1�t�=r

Dr1����
r2�0�=r�

r2�t�=r

Dr2���e−�1/4D��0
t d� ṙ1

2−�1/4D��0
t d� ṙ2

2−�4e2T/�0��0
t d� W�r1���,r2����, �E4�
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where W�r ,r�� was defined above by Eq. �21�. We introduce
r��� defined for �� �0,2t� such that r���=r1��� if �� �0, t�
and r���=r2�2t−�� if �� �t ,2t�. The two path integrals can

be gathered in one thanks to the integration over r:

�dr�r�,0
r,t Dr1����r�,0

r,t Dr2���→�r�,0
r�,2tDr���.

� dr��P̃d�r,r�;t��2�V = �
r�0�=r�

r�2t�=r�
Dr���e−�1/4D��0

2td� ṙ2−�2e2T/�0��0
2td� W�r���,r�2t−���. �E5�

This leads to the following relation:

����B����B����1� = − 2
e2

h

�

3

LT
2

Vol
���	B − B�

2

� , �E6�

where the weak localization is given by �22� and �23�. Simi-
larly the contribution of the cooperon gives

����B����B����2� = − 2
e2

h

�

3

LT
2

Vol
���	B + B�

2

� . �E7�

The total correlation function ����B����B��� is the sum of
these two contributions. The relations �E6� and �E7� were
proven by Aleiner and Blanter in Ref. 19 by an explicit cal-
culation of the path integral for a wire and a plane, and

comparison to the result of AAK.4 Here we have demon-
strated these relations without having explicitly calculated
the path integral, which makes our proof more general, valid
as soon as it is meaningful to consider a local conductivity.
The important physical consequence of these relations is that
the weak localization �i.e., the Altshuler-Aronov-Spivak os-
cillations� and the conductance fluctuations �i.e., the
Aharonov-Bohm oscillations� are governed by the same
length scale LN. For example we expect the amplitude of the
AB oscillations to behave like

�gn
AB 
 LT

�LN exp − �n�
�

16
	 L

LN

3/2

�E8�

for L�LN.
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